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ABSTRACT
Accurately predicting information diffusion is critical for a vast
range of applications. Existing methods generally consider user
re-sharing behaviors to be driven by a single intent, and/or as-
sume cascade temporal influence to be unchanged, which might
not be consistent with real-world scenarios. To address these is-
sues, we propose a self-supervised disentanglement framework
(DisenIDP) for information diffusion prediction. First, we construct
intent-aware hypergraphs to capture users’ potential intents from
different perspectives, and then perform the light hypergraph con-
volution to adaptively activate disentangled intents. Second, we
extract long-term and short-term cascade influence via independent
attention-based encoders. Finally, we set a self-supervised disen-
tanglement task to alleviate the information loss and learn better-
disentanglement representations. Extensive experiments conducted
on two real-world social datasets demonstrate that DisenIDP out-
performs state-of-the-art models across several settings.

CCS CONCEPTS
• Information systems → Information systems applications.

KEYWORDS
Information diffusion prediction, hypergraph representation, dis-
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1 INTRODUCTION
Information rapidly spreads to numerous users through posting
and retweeting behaviors, resulting in a cascade of user activation.
Predicting the diffusion of pieces of information can benefit ana-
lyzing how information diffuses among users [34], which has been
playing an increasingly crucial role in numerous social applications,
i.e., recommendation [2, 33], and popularity prediction [27, 30, 35].

Information Diffusion Prediction (IDP) can be principally summa-
rized into three categories. (1) Independent cascade models [14, 18]
try to oversimplify complexity of information propagation for
IDP according to the independent diffusion assumption, which
limit their applicability to real social scenarios. (2) Feature engineer-
ing methods [1, 7, 9, 32] aim to design and incorporate hand-crafted
cascade features, which require abundant expert knowledge and
thus are hardly generalized to new domains. (3) Deep learning meth-
ods [21, 25, 31] focus on combining sequence models (e.g., GRU [3]
and attention layer [23]) and graph-based models (e.g., GCN [15]
and hypergraph [8]) to design an automatic framework to capture
the structural and temporal cascade representations for IDP.

Challenges: Although these methods have achieved promising
performance, there are still two unresolved challenges: (1) User
intents behind re-sharing behaviors are entangled. In the real-world
diffusion process, user re-sharing behaviors are generally driven by
multiple intents simultaneously, such as user interest and diffusion
dependency. For example, a user retweets ChatGPT-related news
probably because he/she is interested in ChatGPT or a fan of the
news publisher. (2) Cascade temporal influence is dynamic drifting.
In practice, cascade temporal influence [20] is not static, but dy-
namically drifts over time, containing stable Long-term influence
and dynamic Short-term (LS-term) influence. For instance, the blog-
ger of a distinctive topic has a fixed number of followers, which
generally reveals the long-term influence. Meanwhile, information
propagation tends to evolve rapidly and be impacted by hot events
and recent user interests, which indicates the short-term influence.

Present work: We propose DisenIDP, a novel self-supervised
Disentanglement framework for IDP, to better disentangle user
intents and LS-term temporal influence through self-supervision
signals from cascades. First, we mine user intents underlying reshar-
ing behaviors and construct interest- and dependency-wise hyper-
graphs from user resharing history and cascades. DisenIDP encodes
the potential high-order relations among users and obtain intent-
specific user representations via multiple types of hypergraphs. To
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Figure 1: Overall framework of DisenIDP.
disentangle LS-term cascade temporal dependence, we design two
separate attention-based encoders with different dynamics over
time. To supervise the disentanglement process and prevent infor-
mation loss, we design a self-supervised auxiliary task to guide
disentanglement and learn fine-grained user and cascade repre-
sentations. Finally, we integrate the IDP task and self-supervised
disentanglement task within a primary & auxiliary learning frame-
work, jointly optimizing them for improved diffusion prediction.

Contribution: Our contributions are threefold: (1) We consider
coupled user intents and dynamic cascade temporal influence for
IDP, and propose DisenIDP to take pioneer step of disentangling
two kinds of representations at finer granularity. (2)We perform
intent-aware hypergraph convolution on two intent-specific hy-
pergraphs to generate disentangled intent embeddings, and then
employ separately attention-based encoders to capture LS-term
temporal influence. Finally, we construct a self-supervised disen-
tanglement task to encourage disentanglement as well as alleviate
the information loss issue. (3) Extensive experiments on two real
cascade datasets show that our DisenIDP outperforms existing
state-of-the-art baselines 1.

2 METHODOLOGY
Problem Definition: LetU and C denote the set of 𝑁 users and
𝑀 cascade items respectively. A cascade 𝑐 ∈ C is recorded as a
time-order user activation sequence 𝑐 = {(𝑢𝑐

𝑘
, 𝑡𝑐
𝑘
) | 𝑢𝑐

𝑘
∈ U, 𝑡𝑐

𝑘
∈

[0,∞), 𝑘 = 1 . . .K}, where K is the maximum cascade length. The
tuple (𝑢𝑐

𝑘
, 𝑡𝑐
𝑘
) means that user 𝑢𝑐

𝑘
reposted the current information

at a certain timestamp 𝑡𝑐
𝑘
. Given an cascade 𝑐 , the goal of IDP is to

evaluate the activation likelihood 𝑝 (𝑢𝑐K+1 |𝑐) for potential candidate
user 𝑢𝑐K+1 ∈ U. An overview of our model is shown in Figure 1.

2.1 User-disentanglement
User Embedding. Existing methods principally parameterize each
user in a holisticmanner, failing to learn disentangled intent-specific
representations [34]. Hence, we consider two-aspect user intents
including interest-aware (I), and dependency-aware (D). Distinct

1https://github.com/CZ-TAO12/DisenIDP

from existing works, we design an intent-aware self-gating (ISG)
operation to initialize the intent-specific user embeddings, which
associates each gating layer with an intent. Formally, the ISG can
be defined as: 𝑿𝑠 = 𝑓 𝑠gate (𝑿 ) = 𝑿 ⊙ sigmoid(𝑿𝑾𝑠 + 𝒃𝑠 ), where
𝑾𝑠 ∈ R𝑑×𝑑 , 𝒃𝑠 ∈ R𝑑 are intent-aware learnable parameters, 𝑠 ∈
{I,D} denotes different user intents, ⊙ represents the element-
wise product, 𝑿 ∈ R𝑁×𝑑 denotes the base user embedding matrix
encoding users, and 𝑑 is the adjustable latent dimensions. The self-
gating mechanism designs a nonlinear gate [5] to generate user
embeddings 𝑿𝑠 indicating a certain user intent.
Intent-aware Hypergraph Construction. Generally, user re-
sharing behaviors are triggered by the joint effect of shared in-
terests and contextual relationships among previously activated
users, which exists high-order relations among users. Furthermore,
hypergraph [8] consists of hyperedges, which can connect an arbi-
trary number of nodes, and naturally describes complex high-order
relations. Therefore, we construct two-aspect intent-aware hyper-
graphs G𝑠 = (V𝑠 , E𝑠 ), where V𝑠 and E𝑠 denote the set of nodes
and hyperedges respectively, to independently describe the user
high-order relations under certain intents.
• Dependency-wise Hypergraph GD . The diffusion dependency [28],
depicting who possibly infects whom, can partly reflect social rela-
tionships and propagation patterns of different users. To describe
dependency relations among users, we first model each user as a hy-
peredge and then use𝑤-size sliding window on cascades to observe
local retweet processes and generate clear diffusion dependency
relations according to all user sequences in the window.
• Interest-wise Hypergraph GI . Users with shared interests gener-
ally induce correlated re-sharing behaviors without direct causal
influence [17]. However, cascade sequences can’t directly character-
ize user interests. To distill user interest-specific knowledge from
cascades themselves, we model each cascade as a hyperedge in
which users of retweeting the same cascade can be connected with
each other. Different hyperedges, which are connected via shared
users, integrally reveal user relations with shared interests.
Disentangled Hypergraph Convolution. Inspired by [26], we
propose a light hypergraph convolution (LHGConv), which removes
the activation function and feature transformation, to capture high-
order information and obtain intent-specific user representations
in the corresponding hypergraph. The LHGConv consists of a two-
step aggregation process, i.e., node-to-hyperedge and hyperedge-to-
node, for refining user representations. More formally, the prop-
agation of LHGConv is defined as: 𝑿 (𝑙+1)

𝑠 = D−1
𝑠 𝑯𝑠B−1

𝑠 𝑯T
𝑠 𝑿

(𝑙 )
𝑠 ,

where 𝑿 (0)
𝑠 is initialized with embeddings 𝑿𝑠 , D𝑠 and B𝑠 denote

node and hyperedge degree matrices, respectively. The hypergraph
G𝑠 can be described by an incidence matrix 𝑯𝑠 . After the hyper-
graph convolution operation, we obtain the user representations
𝑿 (𝑙+1)
𝑠 integrating fine-grained certain intent semantic information

from each hypergraph. Finally, we combine the user embeddings
of 𝐿 layers to avoid the over-smoothing [10]: X̄𝑠 =

1
𝐿+1

∑𝐿
𝑙=0 X

𝑙
𝑠 .

Multi-intent Aggregation. Since different user intents show dif-
ferent importance for final diffusion prediction, we develop an
attention mechanism [23] to selectively integrate the important
information from two intent-specific user embeddings and generate
comprehensive user embeddings representing distinct user intents.
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Formally, the attention layer is presented as follows:

𝛼𝑠 =
exp

(
𝒂⊤ ·𝑾aX̄𝑠

)∑
𝑠′∈{D,I} exp

(
𝒂⊤ ·𝑾aX̄𝑠′

) , (1)

where 𝒂 ∈ R𝑑 and 𝑾a ∈ R𝑑×𝑑 are trainable parameters. Finally,
the comprehensive intent-specific user representations can be com-
puted as 𝑷 =

∑
𝑠∈{D,I} 𝛼𝑠 X̄𝑠 .

2.2 Cascade-disentanglement
Diffusion prediction relies heavily on temporal influence [20], which
describes the dynamic changes in user transitions and cascade con-
tent with the evolution of diffusion. To capture expressive cascade
representations, we propose to disentangle cascades’ long and short-
term temporal influence. Since multi-aspect user intents trigger
user re-sharing behaviors and affect cascade evolution processes,
we use the intent-specific user feature 𝑷 to initialize the activated
users joining each cascade and consider the diffusion patterns of
intent driving information propagation.
Long-term Temporal Influence Encoder (LTIE). The source
user, the publisher of information, implies the topic and diffusion
pattern of cascades [28], which can partly reflect long-term influ-
ence. To associate each user in the cascade with a corresponding
root, we propose a source-aware attention encoder to learn contex-
tual long-term influence representations. We first use the source 𝑢1
embedding 𝒑𝑢1 as a query and then employing previously activated
users as keys of the attention encoder. Formally, given a cascade 𝑐 ,
the attention score of user 𝑢 𝑗 can be computed based on the source
user 𝑢1 as follows:

𝛼 𝑗 =
exp(⟨𝑾𝑞

𝑙
𝒑𝑢1 ,𝑾

𝑘
𝑙
𝒑𝑢 𝑗

⟩)∑K−1
𝑗=1 exp(⟨𝑾𝑞

𝑙
𝒑𝑢1 ,𝑾

𝑘
𝑙
𝒑𝑢 𝑗

⟩)
. (2)

As a result, we obtain the learned cascade long-term representa-
tions 𝒛K

𝑙
that is computed via a weighted aggregation of the entire

cascade sequence: 𝒛K
𝑙

=
∑K−1

𝑗=1 𝛼 𝑗𝑾 𝑣
𝑙
𝒑𝑢 𝑗

. Furthermore, 𝑾𝑞

𝑙
, 𝑾𝑘

𝑙

and𝑾 𝑣
𝑙
denote transformation matrices.

Short-term Temporal Influence Encoder (STIE). Since the se-
quential model can explore the trend of dynamic evolution to reveal
the users’ present sharing motivation, we consider sequential pat-
terns of user transitions in short-term temporal influence modeling
and design a sequential-aware attention encoder on top of a se-
quential model. Specially, we first feed the activated user sequence
to Gate Recurrent Unit (GRU) [3] and then use the outputs as query.
Furthermore, we employ another recurrent neural network (RNN)
to model user sequences and then regard the outputs of RNN as the
keys. Analogously, according to Eq. 2 and the weighted aggregation
operation, we obtain learned cascade short-term features 𝒛K𝑠 .
Multi-Head-Enhanced cascade Representation. Following Eq.
(1), we obtain the comprehensive cascade representations 𝒁∗ con-
taining user intent-specific and LS-term temporal information. To
enhance cascade encoders with the capability of jointly attending
multi-dimensional dependencies among users, we design a multi-
head cascade encoder projecting the 𝒁∗ into𝑄 latent feature spaces

and performing head-specific attentive operations in parallel.

𝒛𝑘,𝑞 = ATTENTION(𝒛∗
𝑘
𝑾

query
𝑞 , 𝒛∗

𝑘
𝑾

key
𝑞 , 𝒛∗

𝑘
𝑾value
𝑞 ),

𝒛𝑘 = (𝒛𝑘,1 | |𝒛𝑘,2 | | . . . | |𝒛𝑘,𝑞 | | . . . | |𝒛𝑘,𝑄 )𝑾𝑂 , (3)

where Wquery
𝑞 ,Wkey

𝑞 ,Wvalue
𝑞 ∈ R𝑑/𝑄×𝑑 ,W𝑂 ∈ R𝑑×𝑑/𝑄 are learn-

able parameter matrices, 𝒛∗
𝑘
∈ 𝒁∗ = {𝒛∗

𝑘
|𝑘 = 1 . . .K}, and 𝑄 is the

number of attention heads.

2.3 Self-supervised Disentanglement
In the disentanglement process, it is hard to obtain labeled data to ex-
plicitly supervise the user and cascade disentanglement. Meanwhile,
due to the aggregation operations (e.g., Eq. 1), it results in a loss of
fine-grained representation and leads to model sub-optimization.
To fully utilize disentangled information and enhance the disen-
tanglement process, we design an auxiliary task, a hierarchical
self-supervised disentanglement learning [16, 22] (i.e., user-wise dis-
crimination and cascade-wise discrimination), to enhance diffusion
prediction (primary task). Specially, we design proxies serving as
labels for user intents and cascade LT-term influence, and employ
contrastive learning between the encoder outputs and proxies for
better disentanglement in a self-supervised way.
• User-wise Discrimination (UD). We design two readout functions
to generate proxies (P) for user discrimination. Specifically, one
readout function considers the node-level feature of each hyper-
graph, which is computed as𝒑𝑠P,𝑢 =

𝑷𝑠
∗𝑯

𝑢
𝑠

sum(𝑯𝑠
𝑢 ) , where 𝑷

𝑠
∗ = 𝑓 𝑠𝑔𝑎𝑡𝑒 (𝑷 )

avoids overfitting and mitigates gradient conflict between the pri-
mary and auxiliary tasks. 𝑯𝑢

𝑠 is the row vector of 𝑯𝑠 according
to the user 𝑢. Another readout function employs average pooling
to summarize the obtained node-level hypergraph features into a
graph-level feature 𝑷𝑠P = AveragePooling(𝑷𝑠P ). Finally, we use the
pairwise ranking loss [13] as our learning objective to maximize
the hierarchical mutual information:

Luser
𝑠𝑠 = −

∑︁
𝑠∈{D,I} log𝜎

(
𝑓𝐷 (𝑿𝑠 ,P𝑠 ) − 𝑓𝐷 (𝑿𝑠 , P̃𝑠 )

)
, (4)

where 𝑓𝐷 (·) : R𝑑 × R𝑑 ↦→ R is the discriminator function that is
implemented as the dot product between two representations. Fur-
thermore, P̃𝑠 (or 𝑿̃𝑠 ) is the negative sample obtained by corrupting
P𝑠 (or 𝑿𝑠 ) with row-wise and column-wise shuffling. Note that the
P𝑠 can be replaced with any proxies, i.e., 𝑷𝑠P and 𝑷𝑠P .
• Cascade-wise Discrimination (CD). We design two methods to gen-
erate proxies for LS-term temporal influence. Since future-activated
users better reflect long-term cascade evolution, we use source-
aware attention in LTIE to generate a proxy 𝒁P,𝑙 for the long-term
influence. In addition, we use the convolution operation, where the
size of the convolution kernel is𝑤2, to generate a proxy 𝒁P,𝑠 for
short-term representation. Following Eq. 4, we obtain the learning
objective function Lcas

𝑠𝑠 for cascade LS-term influence.

2.4 Diffusion Prediction
For the final prediction of the information diffusion, the probabili-
ties ŷ𝑘 ∈ R𝑁×1 for all users are calculated by: ŷ𝑘 = softmax(𝒁∗𝑷⊤+
Mmask), whereMmask is used to mask users who have already been
activated. We adopt the cross entropy loss Lcross as the objective
to optimize the primary task. Finally, we unify the objectives of
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Table 1: Statistics of the datasets.

Dataset #Users #Cascades #Train #Val #Test Avg.Length

Twitter 12,627 3,454 2,763 345 346 38.22
Weibo 26,537 35,070 28,056 3,507 3,507 29.41

IDP (primary) and the task of maximizing hierarchical mutual in-
formation (auxiliary) for joint learning. The overall objective is
defined as: L = Lcross + 𝛽Luser

𝑠𝑠 + 𝜆Lcas
𝑠𝑠 , where 𝛽 and 𝜆 are a

hyper-parameter used to control the effect of the auxiliary task.

3 EXPERIMENTS
3.1 Experimental Settings
Datasets.We conduct experiments to evaluate DisenIDP onWeibo
[4] and Twitter [11]. Detailed statistics are shown in Table 1. Fol-
lowing existing works [21, 29], we take each information content
(i.e., URL and blog) and its retweeting users as an independent
diffusion process (i.e., an cascade).
Metrics. Following [29, 31], we employ two widely used ranking
metrics: MAP@K (M@K) and Hits@K (H@K), K = [10, 100].
Baselines. We compare our model with the following eight strong
baselines: (1) Sequential-basedmethods: DeepDiffuse [12] andNDM
[28]. (2) Graph-based methods: Topo-LSTM [24], SNIDSA [25], FOR-
EST [29], Inf-VAE [19], DyHGCN [31], and MS-HGAT [21].
Parameter Settings. Our proposed DisenIDP and all baselines are
tuned to the best performancewith early stopping. For experimental
results, we run each model on each dataset five times and report
the mean performance. The dimension of the hidden unit is set
to 64 for all baselines. Other parameters of baselines follow the
recommended settings in original papers. The batch size is set to
64 in the training process. The number of LSTM units is 200. The
sliding window’s size𝑤 is set to 10. The attention head 𝑄 is 4.

3.2 Evaluation Results
Overall Performance. Table 2 reports overall comparison results.
We have the following observations: (O1) We can observe that
DisenIDP significantly outperforms eight baselines consistently
on two datasets. Specifically, on Weibo dataset, the performance
of DisenIDP improves the best baseline by 14.23% and 10.66% in
terms of H@10, and M@100, respectively. These results verify the
effectiveness of our designs that disentangling user intents and
cascade LS-term influence is critical for IDP. (O2) Sequential-based
methods perform markedly worse than their counterparts. It is be-
cause they simply learn short-term user correlations following the
sequential assumption and ignore the complex latent factors behind
user re-sharing behaviors, such as user intents and cascade LS-term
influence. (O3) Graph-based models, which additionally consider
social topology among users, tend to outperform sequential-based
models, not for DisenIDP. It shows that they only model coarse-
grained Spatio-temporal cascade knowledge and can not distinguish
complex relations between user and cascade content. Therefore, our
design for disentangling user and LS-term temporal representations
from cascades themselves is necessary.
Ablation Study. To verify the effectiveness of the key compositions
in DisenIDP, we conduct ablation studies shown in Table 3.
(1) Multi-type Hypergraph.We compare the performance without
dependency-wise hypergraph (w/o GD ), and interest-wise hyper-
graph (w/o GI ), respectively. We find that removing any type of

Table 2: Performance comparisons on two datasets.

Model Twitter Weibo

H@10 H@100 M@10 M@100 H@10 H@100 M@10 M@100

DeepDiffuse 5.72 21.61 5.93 6.99 0.74 5.73 0.23 0.36
Topo-LSTM 10.45 25.42 9.51 14.68 1.86 12.89 0.60 0.90
NDM 22.45 35.12 15.59 16.03 9.85 39.31 4.05 4.95
SNIDSA 25.67 43.59 16.34 18.89 10.73 39.51 4.75 5.52
FOREST 30.28 50.12 21.45 22.36 15.59 52.55 7.55 8.63
Inf-VAE 14.93 46.42 19.83 21.82 10.37 38.05 5.90 6.58
DyHGCN 32.78 58.53 21.57 22.45 14.65 51.65 7.13 8.27
MS-HGAT 29.12 56.68 16.44 17.37 12.67 40.05 6.50 7.38
DisenIDP 34.01 60.39 23.04 23.94 17.81 57.40 8.23 9.55
% Improv. 3.75 3.17 6.81 6.63 14.23 9.22 9.00 10.66

Table 3: Ablation study of DisenIDP.

Model Twitter Weibo
H@100 M@100 H@100 M@100

DisenIDP All 60.39 23.94 57.40 9.55
Multi-type
Hypergraph

w/o GD 59.52 23.26 56.43 8.89
w/o GI 59.19 23.04 56.37 8.77

User-
Disentanglement

HyperGAT 58.93 22.98 55.55 8.93
HyperGCN 58.89 22.88 54.21 8.76

Cascade-
Disentanglement

w/o LTIE 55.20 17.62 44.98 7.34
w/o STIE 57.59 19.95 45.35 7.44

Self-supervised-
Disentanglement

w/o UD 59.63 23.35 56.63 8.81
w/o CD 60.02 23.75 56.42 8.79

hypergraph would not lead to severe performance degradation.
This indicates that capturing high-order relations between users
and cascades via hypergraph is helpful for enhancing the model’s
generalization. Moreover, the combination of dependency-wise and
interest-wise hypergraphs leads to further improvement, which
validates the effectiveness of disentangling users’ multiple intents.
(2) User-Disentanglement.When we use different propagation mech-
anisms for hypergraph structure learning, i.e., HyperGAT [6], Hy-
perGCN [8], the performance results show that the LHGConv is
suitable for IDP and achieves excellent performance.
(3) Cascade-Disentanglement. When we remove LTIE or STIE mod-
ules, the performance drops significantly. This result verifies the fact
that the cascade LS-term temporal influence exists in the diffusion
process and is essential for cascade modeling.
(4) Self-supervised Disentanglement. We build a variant without UD
(w/o UD) or CD (w/o CD) to investigate the efficacy of auxiliary
tasks. We observe that DisenIDP with auxiliary tasks outperforms
other variants, highlighting the usefulness of auxiliary tasks in
facilitating disentanglement.

4 CONCLUSION
We introduced DisenIDP, a self-supervised disentanglement frame-
work to separate user intents and cascade LS-term temporal influ-
ence. DisenIDP was evaluated on two real-world cascade datasets
and outperformed eight competitive baselines, indicating the bene-
fits of disentanglement for information diffusion prediction. Further
research is needed to explore a generalized disentanglement frame-
work for different information cascade prediction tasks.
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